ON BELONGING OF CHARACTERISTIC FUNCTIONS
OF PROBABILITY LAWS TO A CONVERGENCE CLASS

Summary
It is investigated the condition on a probability law, under which its characteristic function belongs to a convergence class.

Keywords and phrases: probability law, characteristic function, convergence class

1. Introduction
A non-decreasing function $F$ continuous on the left on $(-\infty, +\infty)$ is said [1, p. 10] to be a probability law if
\[
\lim_{x \to +\infty} F(x) = 1 \quad \text{and} \quad \lim_{x \to -\infty} F(x) = 0,
\]
and the function
\[
\varphi(z) = \int_{-\infty}^{+\infty} e^{izx} dF(x)
\]
defined for real $z$ is called [1, p. 12] a characteristic function of this law. If $\varphi$ has an analytic continuation on the disk $\mathbb{D}_R = \{z : |z| < R\}$, $0 < R \leq +\infty$, then we call $\varphi$ a characteristic function of the law $F$ analytic in $\mathbb{D}_R$. Further we always assume that $\mathbb{D}_R$ is the maximal disk of the analyticity of $\varphi$. It is known [1, p. 37–38] that $\varphi$ is a characteristic function of the law $F$ analytic in $\mathbb{D}_R$ if and only if for every $r \in [0, R)$
\[
W_F(x) = 1 - F(x) + F(-x) = O(e^{-rx}), \quad x \to +\infty.
\]
Hence it follows that
\begin{equation}
\lim_{x \to +\infty} \frac{1}{x} \ln \frac{1}{W_F(x)} = R.
\end{equation}

For $0 \leq r < R$ we put $M(r, \varphi) = \max\{|\varphi(z)| : |z| = r\}$. If a characteristic function $\varphi \neq \text{const}$ is entire then \cite[p. 45]{1} there exists
\begin{equation}
\lim_{r \to +\infty} r^{-1} \ln M(r, \varphi) > 0,
\end{equation}
that is $\varphi$ has the growth not below of normal type of the order $\varrho = 1$. Therefore, if we define a convergence class \cite[p. 62]{2} by condition
\begin{equation}
\int_{r_0}^{+\infty} r^{-(e+1)} \ln M(r, \varphi) \, dr < +\infty,
\end{equation}
we need to assume that $\varrho > 1$. For the function $\varphi$ analytic in $D = D_1$ of order
\begin{equation}
\varrho = \lim_{r \to 0} \frac{\ln M(r, \varphi)}{r} > 0
\end{equation}
a convergence class is defined \cite{3} by the condition
\begin{equation}
\int_{r_0}^{1} (1 - r)^{e-1} \ln M(r, \varphi) \, dr < +\infty.
\end{equation}
As $\varrho = 2$ this condition is sufficient \cite[p. 50]{4} in order that $\varphi$ belongs to the class of MacLane.

In the paper \cite{5} it is asserted that an entire characteristic function $\varphi$ of the order $\varrho > 1$ of the probability law $F$ belongs to convergence class if and only if
\begin{equation}
\int_{x_0}^{+\infty} \left( \frac{1}{x} \ln \frac{1}{W_F(x)} \right)^{1-\varrho} \, dx < +\infty.
\end{equation}

For a characteristic function $\varphi$ of the order $\varrho > 0$ analytic in $D$ in \cite{6} is proved that in order that $\varphi$ belongs to convergence class it is necessary and, in the case when the function
\begin{equation}
v(x) = \ln \frac{1}{W_F(x)}
\end{equation}
is continuously differentiable and $v'$ increases, it is sufficient that
\begin{equation}
\int_{x_0}^{+\infty} \left\{ \left( 1 + \frac{1}{x} \ln W_F(x) \right)^{\varrho+1} \right\} \, dx < +\infty.
\end{equation}

Here we examine a problem of the belonging of analytic characteristic function of probability law to a convergence $\Phi$-class, which is considered in the papers \cite{7-9}. For this purpose we have to use the next lemma.

**Lemma 1.** If $\varphi$ is a characteristic function of probability law $F$ analytic in $D_R$, $0 < R \leq +\infty$ then for every $r \in [0, R)$ and all $x \geq 0$ the following inequalities are true:
\begin{equation}
W_F(x)e^{rx} \leq 2M(r, \varphi)
\end{equation}
and

\[ M(r, \varphi) \leq r \int_0^\infty W_F(x)e^{xr}dx + 1 + W_F(+0). \]

For \( R = +\infty \) these inequalities are proved in [1, pp. 54–55] and for \( R < +\infty \) the proof is analogous.

We put

\[ \mu(r, \varphi) = \sup\{W_F(x)e^{xr} : x \geq 0\} \]

and

\[ I(r, \varphi) = \int_0^\infty W_F(x)e^{xr}dx \]

and suppose that \( M(r, \varphi) \uparrow +\infty \) as \( r \uparrow R \). Then by Lemma 1

\[ \ln \mu(r, \varphi) \leq (1 + o(1)) \ln M(r, \varphi) \leq (1 + o(1)) \ln I(r, \varphi), \quad r \uparrow R. \]

Therefore, the problem of belonging of \( \ln M(r, \varphi) \) to that or other convergence class is transferred to the problem of belonging of \( \ln \mu(r, \varphi) \) to this convergence class and the estimates \( I(r, \varphi) \) by \( \mu(r, \varphi) \).

2. Properties of the function \( \ln \mu(r, \varphi) \)

It is clear that \( W_F(x) \downarrow 0 \quad (x \to +\infty) \). Therefore, if \( R = +\infty \) and \( x_0 = \sup\{x : W_F(x) > 0\} < +\infty \) then

\[ \mu(r, \varphi) = \sup\{W_F(x)e^{xr} : 0 \leq x \leq x_0\} \leq W_F(0)e^{x_0r} \]

and since \( \mu(r, \varphi) \geq W_F(x_0)e^{x_0r} \) we have

\[ \lim_{r \to +\infty} r^{-1} \ln \mu(r, \varphi) = x_0. \]

If \( R = +\infty \) and \( W_F(x) > 0 \) for all \( x \geq 0 \) then

\[ \lim_{r \to +\infty} r^{-1} \ln \mu(r, \varphi) = +\infty. \]

If \( R < +\infty \) then the function \( \ln \mu(r, \varphi) \) may be bounded. It is easy to show that \( \mu(r, \varphi) \leq K < +\infty \) for all \( r \in [0, R] \) if and only if \( W_F(x)e^{xR} \leq K < +\infty \) for all \( x \geq 0 \). Thus, \( \mu(r, \varphi) \uparrow +\infty \) as \( r \uparrow R \) if and only if

\[ \lim_{x \to +\infty} W_F(x)e^{xR} = +\infty. \]

From the definition of \( \mu(r, \varphi) \) it follows that the function \( \ln \mu(r, \varphi) \) is convex on \([0, R]\).

For \( r \in [0, R] \) and \( \varepsilon > 0 \) we put

\[ \nu(r, \varphi; \varepsilon) = \sup\{x \geq 0 : \ln W_F(x) + rx \geq \ln \mu(r, \varphi) - \varepsilon\}. \]
Clearly, for fixed \( r \in [0, R) \) the function \( \nu(r, \varphi; \cdot) \) is nondecreasing on \((0, +\infty)\). Therefore, there exists a quantity

\[
\nu(r, \varphi) = \lim_{\varepsilon \downarrow 0} \nu(r, \varphi; \varepsilon).
\]

**Lemma 2.** The function \( \nu \) is nondecreasing on \([0, R)\) and \((\ln \mu(r, \varphi))' = \nu(r, \varphi)\) for all \( r \in (0, R) \) with the exception of an at most countable set.

**Proof.** At first we prove that for arbitrary \( r \in (0, R) \) and \( \varepsilon > 0 \) the set

\[
E(r, \varepsilon) = \{ x \geq 0 : |x - \nu(r, \varphi)| < \varepsilon, \ln W_F(x) + rx \geq \ln \mu(r, \varphi) - \varepsilon \}
\]

is non-empty. Indeed, for fixed \( r \in (0, R) \) and \( \varepsilon > 0 \) there exists \( \delta \in (0, \varepsilon) \) such that

\[
|\nu(r, \varphi) - \sup\{x \geq 0 : \ln W_F(x) + \sigma x \geq \ln \mu(r, \varphi) - \delta\}| < \varepsilon/2
\]

and there exists \( x_0 \geq 0 \) such that

\[
\ln f(x_0) + \sigma x_0 \geq \ln \mu(r, \varphi) - \delta
\]

and

\[
|x_0 - \sup\{x \geq 0 : \ln f(x) + rx \geq \ln \mu(r, \varphi) - \delta\}| < \varepsilon/2.
\]

From (9)-(11) we obtain

\[
|x_0 - \nu(r, \varphi)| < \varepsilon, \quad \ln W_F(x_0) + rx_0 \geq \ln \mu(r, \varphi) - \varepsilon,
\]

that is \( x_0 \in E(r, \varepsilon) \) and the set \( E(r, \varepsilon) \) is non-empty.

Since \( E(r, \varepsilon) \) is non-empty for arbitrary \( r \in (0, R) \) and \( \varepsilon > 0 \), by the axiom of choice for each \( \varepsilon > 0 \) there exists a function \( \nu_\varepsilon(r) \geq 0 \) such that for all \( r \in (0, R) \)

\[
\ln \mu(r, \varphi) \geq \ln W_F(\nu_\varepsilon(r)) + r \nu_\varepsilon(r) \geq \ln \mu(r, \varphi) - \varepsilon
\]

and

\[
\left| \nu_\varepsilon(r) - \nu(r, \varphi) \right| < \varepsilon.
\]

Suppose that \( r_1, r_2 \in (0, R) \). By definition

\[
\ln \mu(r_1, \varphi) \geq \ln W_F(\nu_\varepsilon(r_2)) + r_1 \nu_\varepsilon(r_2).
\]

From (12) we have

\[
\ln \mu(r_2, \varphi) \leq \varepsilon + \ln W_F(\nu_\varepsilon(r_2)) + r_2 \nu_\varepsilon(r_2),
\]

and combining (14) and (15) we obtain

\[
\ln \mu(r_2, \varphi) - \ln \mu(r_1, \varphi) \leq (r_2 - r_1) \nu_\varepsilon(r_2) + \varepsilon,
\]

whence passing to the limit as \( \varepsilon \to 0 \) and taking into account (13) we get

\[
\ln \mu(r_2, \varphi) - \ln \mu(r_1, \varphi) \leq (r_2 - r_1) \nu(r_2, \varphi).
\]

Since \( r_1 \) and \( r_2 \) are arbitrary, we can interchange them and obtain also the inequality

\[
\ln \mu(r_1, \varphi) - \ln \mu(r_2, \varphi) \leq (r_1 - r_2) \nu(r_1, \varphi).
\]
Suppose that $r_1 < r_2$. Then from (16) and (17) we get

$$\nu(r_1, \varphi) \leq \frac{\ln \mu(r_2, \varphi) - \ln \mu(r_1, \varphi)}{r_2 - r_1} \leq \nu(r_2, \varphi).$$

Inequality (18) implies that the function $\nu(r, \varphi)$ is nondecreasing and, thus, continuous with the exception of an at most countable set of points. Passing to the limit in (18) as $r_1 \to r_2$ (and afterwards $r_2 \to r_1$), we obtain the equality $(\ln \mu(r, \varphi))' = \nu(r, \varphi)$. Lemma 2 is proved.

This lemma implies the following result.

**Corollary 1.** For all $0 < r_0 < r < R$

$$\ln \mu(r, \varphi) = \ln \mu(r_0, \varphi) + \int_{r_0}^{r} \nu(x, \varphi)dx.$$  

From (19) it follows that if $\mu(r, \varphi) \uparrow +\infty$ as $r \uparrow R$, then $\nu(r, \varphi) \nearrow +\infty$ as $r \uparrow R$, and (12) implies for each $\varepsilon > 0$ and all $r \in (0, R)$ the inequality

$$\frac{1}{\nu(r, \varphi)} \ln \frac{1}{W_F(\nu(r, \varphi))} \leq r - \frac{\ln \mu(r, \varphi)}{\nu(r, \varphi)} \leq r,$$

whence in view of the arbitrariness of $\varepsilon$ we obtain

$$\frac{1}{\nu(r, \varphi)} \ln \frac{1}{W_F(\nu(r, \varphi))} \leq r.$$

By $V(R)$ we denote a class of positive continuously differentiable on $(0, +\infty)$ function $v$ such that $v'(x) \uparrow R$ as $x \to +\infty$. If

$$\ln \frac{1}{W_F(x)} = v(x) \in V(R)$$

then for every $r \in (0, R)$ the function $W_F(x) + rx = -v(x) + rx$ has a unique point of the maximum $x = v(r, \varphi)$, which is increasing and continuous on $(0, R)$, and

$$\ln \mu(r, \varphi) = \max\{\ln W_F(x) + rx : x \geq 0\} = \ln W_F(v(r, \varphi)) + rv(r, \varphi).$$

### 3. Belonging of $\ln \mu(r, \varphi)$ to a convergence $\Phi$-class

Let $0 < R \leq +\infty$ and $\Omega(R)$ be a class of positive functions $\Phi$ unbounded on $(0, R)$ such that the derivative $\Phi'$ is positive, continuously differentiable and increasing to $+\infty$ on $(0, R)$. For $\Phi \in \Omega(R)$ we denote by $\phi$ the inverse function to $\Phi'$, and let

$$\Psi(r) = r - \frac{\Phi(r)}{\Phi'(r)},$$

be the function associated with $\Phi$ in the sense of Newton. As in [7], it is possible to show that the function $\Psi$ is continuously differentiable and increasing to $R$ on $(0, R)$ and the function $\phi$ is continuously differentiable and increasing to $R$ on $(0, +\infty)$. 
As in [8, 10], we say that \( \ln \mu(r, \varphi) \) belongs to a convergence \( \Phi \)-class if

\[
\int_{r_0}^{R} \frac{\Phi'(r) \ln \mu(r, \varphi)}{\Phi^2(r)} \, dr < +\infty.
\]  

Proposition 1. Let

\[
0 < R \leq +\infty, \quad \Phi \in \Omega(R)
\]

and

\[
\frac{\Phi''(r)\Phi(r)}{(\Phi'(r))^2} \geq h > 0, \quad r \in [r_0, R),
\]

and \( \varphi \) be a characteristic function on probability law \( F \) analytic in \( \mathbb{D}_R \) such that

\[
\ln \left( \frac{1}{W_F(x)} \right) = v(x) \in V(R).
\]

If

\[
\int_{x_0}^{\infty} \frac{dx}{\Phi\left( \frac{1}{x} \ln \frac{1}{W_F(x)} \right)} < +\infty;
\]

then \( \ln \mu(r, \varphi) \) belongs to a convergence \( \Phi \)-class.

Proof. At first we remark that the condition \( v(x) \in V(R) \) implies the correlation \( v(x) = (1 + o(1))xR \) as \( x \to +\infty \), that is

\[
\frac{1}{x} \ln \left( \frac{1}{W_F(x)} \right) = (1 + o(1))R \quad \text{as} \quad x \to +\infty
\]

and the condition (2) holds.

From (23) it follows that

\[
\int_{r_0}^{R} \frac{dr}{\Phi(r)} \leq \frac{1}{h} \int_{r_0}^{R} \frac{\Phi''(r)dr}{(\Phi'(r))^2} = \frac{1}{h\Phi'(r_0)} < +\infty.
\]

We put

\[
B(x) = \int_{x}^{R} \frac{dr}{\Phi(r)}.
\]

Then

\[
B(x) \downarrow 0 \quad \text{as} \quad x \uparrow R, \quad B(x) \leq \frac{1}{h\Phi'(x)},
\]

and (24) implies

\[
\int_{r_0}^{+\infty} B\left( \frac{1}{x} \ln \frac{1}{W_F(x)} \right) \, dx < +\infty.
\]
On belonging of characteristic functions of probability laws to a convergence class

From the condition
\[ \ln \frac{1}{W_F(x)} = \nu(x) \in V(R) \]

it follows that there exists a function \( \nu(r) = \nu(r, \varphi) \) increasing and continuous on \((0, R)\) such that \((20)\) holds, and in view of \((25)\) and decreasing of \( B \)

\[ \int_{r_0}^B B(r)dr(r) \leq \int_{r_0}^B B \left( \frac{1}{\nu(r)} \ln \frac{1}{W_F(\nu(r))} \right) dr(r) < +\infty. \]

But
\[ +\infty > \int_{r_0}^B B(r)dr(r) = B(r)\nu(r)|_{r_0}^B - \int_{r_0}^B \nu(r)B'(r)dr \geq \text{const} + \int_{r_0}^B \frac{\nu(r)}{\Phi(r)}dr. \]

Therefore, in view of \((19)\)

\[ \int_{r_0}^R \mu(r, \varphi)dr = \int_{r_0}^R \mu(r, \varphi)d \left( \frac{-1}{\Phi(r)} \right) \leq \text{const} + \int_{r_0}^R \frac{\nu(r, \varphi)}{\Phi(r)}dr < +\infty, \]

i.e. \( \mu(r, \varphi) \) belongs to a convergence \( \Phi \)-class. Proposition 1 is proved.

Remark 1. We did not succeed to build an example indicative on importance of the condition
\[ \ln \frac{1}{W_F(x)} = V(x) \in \Omega(+\infty). \]

It seems to us that it is superfluous, but for this purpose at least for the case of entire functions it is necessary to prove the following statement: for every function \( v_1 \) such that \( v_1(x) \nearrow +\infty \) and
\[ \frac{v_1(x)}{x} \to +\infty \quad \text{as} \quad x \to +\infty \]

there exists a function \( v \in V(R) \) such that \( v_1(x) = O(v(x)) \) as \( x \to +\infty \) and
\[ \sup\{-v(x) + xr : x \geq 0\} \leq K \sup\{-v_1(x) + xr : x \geq 0\} \]
or
\[ \sup\{-v(x) + xr : x \geq 0\} \leq K \sup\{-v_1(x) + xKr : x \geq 0\}. \]

where \( K = \text{const} > 0. \)

Proposition 2. Let \( 0 < \rho \leq +\infty, \Phi \in \Omega(R) \), \( \Phi'(r)/\Phi(r) \) be a function, nondecreasing on \([r_0, R]\), and

\[ \frac{\Phi''(r)\Phi(r)}{(\Phi'(r))^2} \leq H < +\infty, \quad r \in [r_0, R]. \]

Suppose that \( \varphi \) is a characteristic function on probability law \( F \) analytic in \( \mathbb{D}_R \) such that \((8)\) holds. If \( \ln \mu(r, \varphi) \) belongs to a convergence \( \Phi \)-class then \((24)\) holds.
Proof. Since the function \( \frac{\Phi'(r)}{\Phi(r)} \) is nondecreasing on \([r_0, R]\), the function
\[
\frac{\Phi'(r) \ln \mu(r, \varphi)}{\Phi(r)}
\]
is continuous and increasing to \(+\infty\) on \([r_0, R]\). Therefore, there exists a function \( r(x) \) increasing to \(+\infty\) and continuous on \((x_0, +\infty)\) such that
\[
\frac{\Phi'(r(x)) \ln \mu(r(x), \varphi)}{\Phi(r(x))} = x,
\]
and since in view of (22)
\[
\int_{r_0}^{R} \left( \frac{l(r)/\Phi(r)}{\Phi(r)} \right) dr < +\infty,
\]
we obtain
\[
\int_{x_0}^{\infty} \frac{x}{\Phi(r(x))} dr(x) = \int_{x_0}^{\infty} \frac{l(r(x))}{\Phi(r(x))} dr(x) < +\infty.
\]

As above, let \( B(r) = \int_{x_0}^{R} \frac{dx}{\Phi(r(x))} \). Using the l'Hospital rule we have
\[
\lim_{r \to R} B(r)\Phi(r) = \lim_{r \to R} \frac{r dx}{\Phi(r)} = \lim_{r \to R} \frac{\Phi(r)}{\Phi'(r)} < +\infty.
\]
Therefore,
\[
x B(r(x)) = \frac{\Phi'(r(x)) \ln \mu(r(x), \varphi)}{\Phi(r(x))} = \Phi(r(x))B(r(x)) \frac{\Phi'(r(x)) \ln \mu(r(x), \varphi)}{\Phi^2(r(x))} = O(1), \quad x \to +\infty,
\]
and
\[
\int_{x_0}^{\infty} B(r(x)) dx = x B(r(x)) \big|_{x_0}^{+\infty} - \int_{x_0}^{+\infty} x dB(r(x)) = \text{const} + \int_{x_0}^{+\infty} \frac{x}{\Phi(r(x))} dr(x) < +\infty.
\]

From (27) it follows that
\[
B(r) = \int_{r}^{R} \frac{dr}{\Phi(r)} \geq \frac{1}{H} \int_{r}^{R} \frac{\Phi''(r) dr}{(\Phi'(r))^2} = \frac{1}{H \Phi'(r)}.
\]
Therefore,
\[
\int_{x_0}^{\infty} \frac{dx}{\Phi'(r(x))} < +\infty.
\]

But in \( \mu(r(x), \varphi) \geq \ln W_F(x) + x r(x) \), that is
\[
r(x) \leq \frac{\ln \mu(r(x), \varphi)}{x} + \frac{1}{x} \ln \frac{1}{W_F(x)} = \frac{\Phi(r(x))}{\Phi'(r(x))} + \frac{1}{x} \ln \frac{1}{W_F(x)}.
\]
whence
\[ \Psi(r(x)) \leq \frac{1}{x} \ln \frac{1}{W_F(x)}. \]

For some \( \xi = \xi(r) \) we have
\[ 0 \leq \ln \Phi'(r) - \ln \Phi'(\Psi(r)) = \frac{\Phi''(\xi)}{\Phi'(\xi)}(r - \Psi(r)) = \frac{\Phi''(\xi) \Phi(r)}{\Phi'(\xi) \Phi'(r)} \leq \frac{\Phi''(\xi)\Phi'(\xi)}{(\Phi'(\xi))^2} \leq H \]
i.e. \( \Phi'(r) = O(\Phi'(\Psi(r))) \) as \( r \uparrow R \) and, thus,
\[ \Phi'(r(x)) \leq K\Phi'(\Psi(r(x))) \leq K\Phi' \left( \frac{1}{x} \ln \frac{1}{W_F(x)} \right), \]
where \( K = \text{const} > 0 \). Hence and from (28) we obtain (24). Proposition 2 is proved.

Remark 2. Let
\[ 0 < R < +\infty \quad \text{and} \quad \Phi(r) = A \left( \frac{1}{R - r} \right). \]
Then the function \( \Phi'(r)/\Phi(r) \) is nondecreasing on \([r_0, R)\) if and only if the function \( x^2A'(x)/A(x) \) is nondecreasing on \([x_0, +\infty)\). The latter condition does not influence \( A \) on speed of growth but influences its smoothness. If \( R = +\infty \) the function \( \Phi'(r)/\Phi(r) \) is nondecreasing on \([r_0, R)\) if \( \Phi \) does not increase slower than the exponential function. For the power functions this condition does not hold. It seems to us that the condition \( \Phi'(r)/\Phi(r) \leq 1 \) may be replaced by the condition
\[ (\Phi'(r))^{1+\eta}/\Phi(r) \leq K \text{ for some } \eta \in [0,1). \]

4. Estimates of \( \ln I(r, \varphi) \) by \( \ln \mu(r, \varphi) \)

We suppose that \( \Phi \in \Omega(R) \) and
\[ (29) \quad \Phi'(r) > \frac{1}{R - r}, \quad r_0 < r < R. \]
Then \( r + 1/\Phi'(r) < R \),
\[ I(r, \varphi) = \int_0^\infty W_F(x)e^{xr}dx = \int_0^\infty W_F(x)\exp\{x(r + 1/\Phi'(r))\} \exp\{x/\Phi'(r)\}dx \leq \mu(r + 1/\Phi'(r), \varphi)\Phi'(r) \]
and
\[ \ln I(r, \varphi) \leq \ln \mu(r + 1/\Phi'(r), \varphi) + \ln \Phi'(r) \]
for all \( r_0 < r < R \). Therefore, if
\[ (30) \quad \int_{r_0}^R \frac{\Phi'(r) \ln \Phi'(r)}{\Phi^2(r)} dr < +\infty, \]
then
\[ \int_{r_0}^{R} \frac{\Phi'(r) \ln I(r, \varphi)}{\Phi^2(r)} \, dr \leq \int_{r_0}^{R} \frac{\Phi'(r) \ln \mu(r + 1/\Phi'(r), \varphi)}{\Phi^2(r)} \, dr + \text{const.} \]

Using this inequality it is easy to prove following proposition.

**Proposition 3.** Let \( 0 < R \leq +\infty, \Phi \in \Omega(R), \) the conditions (27), (29), (30) hold and \( \Phi'(r + 1/\Phi'(r)) \leq H_1 \Phi'(r) \) for all \( r \in [r_0, R], \) where \( H_1 = \text{const} > 0. \) Let \( \varphi \) be a characteristic function on probability law \( F \) analytic in \( D_R. \) If \( \ln \mu(r, \varphi) \) belongs to a convergence \( \Phi \)-class then \( \ln I(r, \varphi) \) belongs to such class as well.

**Proof.** Since \( \Phi'(r + 1/\Phi'(r)) \leq H_1 \Phi'(r), \) we have in view of (27) for some \( \xi = \xi(r) \in (r, r + 1/\Phi'(r)) \)

\[ \left| \ln \frac{\Phi^2(r + 1/\Phi'(r))}{\Phi'(r + 1/\Phi'(r))} - \ln \frac{\Phi^2(r)}{\Phi'(r)} \right| = \left| 2 \frac{\Phi'((\xi)) - \Phi''((\xi))}{\Phi'((\xi))^2} \right| \frac{1}{\Phi'(r)} \]

that is

\[ \frac{\Phi'(r)}{\Phi^2(r)} = \frac{(1 + o(1)) \Phi'(r + 1/\Phi'(r))}{\Phi^2(r + 1/\Phi'(r))}, \quad r \uparrow R. \]

From (27) it follows also that \( \Phi''(r) = o((\Phi'(r))^2) \) as \( r \uparrow R, \) that is

\[ 1 - \frac{\Phi''(r)}{(\Phi'(r))^2} \geq h_1 > 0. \]

Therefore, for some \( r_1 \geq r_0 \) in view of (30) we obtain

\[ \int_{r_1}^{R} \frac{\Phi'(r) \ln I(r, \varphi)}{\Phi^2(r)} \, dr \leq \int_{r_1}^{R} \frac{\Phi'(r) \ln \mu(r + 1/\Phi'(r), \varphi)}{\Phi^2(r)} \, dr + \text{const} \]

\[ \leq 2 \int_{r_1}^{R} \frac{\Phi'(r + 1/\Phi'(r)) \mu(r + 1/\Phi'(r), \varphi)}{\Phi^2(r + 1/\Phi'(r))} \, d(r + 1/\Phi'(r)) + \text{const} \]

\[ \leq 2 \frac{\Phi'(r + 1/\Phi'(r)) \mu(r + 1/\Phi'(r), \varphi)}{h_1 \Phi^2(r + 1/\Phi'(r))} \, d(r + 1/\Phi'(r)) + \text{const} < +\infty. \]

Proposition 3 is proved.

**Remark 3.** The condition (30) is significant. In [9] it is shown that this condition is near to necessary in order that the logarithms of the maximum modulus of an entire function and the maximal term of its power development belong to the same convergence \( \Phi \)-class.

For \( R = +\infty \) the inequality (29) is trivial. Clearly in the case \( R < +\infty \) the condition (29) is natural.
On belonging of characteristic functions of probability laws to a convergence class

Finally, the condition $\Phi'(r + 1/\Phi'(r)) \leq H_1\Phi'(r)$ for $r \in [r_0, R)$ is a condition on the smoothness of $\Phi'$. If $R = +\infty$ then by Borel-Nevanlinna theorem [2, p. 120–121] $\Phi'(r + 1/\Phi'(r)) \leq (1 + \varepsilon)\Phi'(r)$ for every $\varepsilon > 0$ and all $r \geq r_0$ outside of a set of finite measure.

5. Main result and corollaries

Hence we obtain a theorem on the belonging of the characteristic function $\varphi$ of a probability law $F$ analytic in $\mathbb{D}_R$ to convergence $\Phi$-class, that is

$$
\int_{r_0}^{R} \frac{\Phi'(r)\ln M(r, \varphi)}{\Phi^2(r)} dr < +\infty.
$$

At first we remark that if $\Phi'(r)/\Phi(r)$ be a function, nondecreasing on $[r_0, R)$ then $\Phi'(r)(\Phi(r) - (\Phi'(r))^2 \geq 0$ and, thus, the condition (23) holds. Therefore, using the inequalities (7) from Propositions 1–3 we obtain the following main result:

**Theorem.** Let $0 < R \leq +\infty$, $\Phi \in \Omega(R)$, $\Phi'(r)/\Phi(r)$ be a function, nondecreasing on $[r_0, R)$, $\Phi'(r + 1/\Phi'(r)) \leq H_1\Phi'(r)$ for all $r \in [r_0, R)$, where $H_1 = \text{const} > 0$, and the condition (27) (29), (30) hold. Suppose, that $\varphi$ is an analytic in $\mathbb{D}_R$ characteristic function on probability law $F$ such that (8) holds.

Then in order that $\varphi$ belongs to a convergence $\Phi$-class it is necessary and in the case, when

$$
\ln \frac{1}{W_F(x)} = v(x) \in V(R),
$$

it is sufficient that (24) holds.

We bring several corollaries to this theorem. At first we suppose that

$$
0 < R < \infty, \quad 0 < \varphi < \infty \Phi(r) = (R - r)^{-\varepsilon}.
$$

Then

$$
\Phi'(r) = \varphi(R - r)^{-(\varphi+1)} > (R - r)^{-1}, \quad \frac{\Phi'(r)}{\Phi(r)} = \frac{1}{\varphi(R - r)} \uparrow +\infty \quad \text{as} \quad r \uparrow R,
$$

$$
\Phi'(r) > (R - r)^{-1}, \quad \Phi'(r + 1/\Phi'(r)) = (1 + o(1))\Phi'(r) \quad \text{as} \quad r \uparrow R
$$

and

$$
\Phi(r)\Phi''(r)(\Phi(r))^{-2} = \frac{\varphi + 1}{\varphi}.
$$

Thus, the function $\Phi(r) = (R - r)^{-\varepsilon}$ satisfies all conditions of the Theorem. We remark also that

$$
\Phi'(r)\left(\frac{1}{x} \ln \frac{1}{W_F(x)}\right) = \varphi\left(R - \frac{1}{x} \ln \frac{1}{W_F(x)}\right)^{-(\varphi+1)} = \left(\frac{\ln(W_F(x)e^{Rx})}{x}\right)^{-(\varphi+1)}.
$$

Therefore, our Theorem implies the following corollary.
Corollary 2. Let $0 < R < +\infty$, $0 < \varphi < \infty$ and \( \varphi \) be a characteristic function on probability law \( F \) analytic in \( \mathbb{D}_R \), such that (8) holds. Then in order that

\[
\int_{r_0}^{R} (R-r)^{q-1} \ln M(r, \varphi) \, dr < +\infty,
\]

it is necessary, and in the case when

\[
\ln \frac{1}{W_F(x)} = v(x) \in V(R),
\]

it is sufficient that

\[
\int_{x_0}^{\infty} \left( \frac{\ln(W_F(x)e^{Rr})}{x} \right)^{q+1} \, dx < +\infty.
\]

Now we suppose that $0 < \varphi < \infty$ and

\[
\Phi(r) = \frac{1}{(R-r)^2} \exp \left\{ \frac{\varphi}{R-r} \right\}.
\]

Then

\[
\Phi'(r) = \left( \frac{2}{(R-r)^3} + \frac{\varphi}{(R-r)^4} \right) \exp \left\{ \frac{\varphi}{R-r} \right\} =
\]

\[
= \frac{(1 + o(1))\varphi}{(R-r)^4} \exp \left\{ \frac{\varphi}{R-r} \right\}, \quad r \uparrow R,
\]

\[
\Phi''(r) = \frac{(1 + o(1))\varphi^2}{(R-r)^6} \exp \left\{ \frac{\varphi}{R-r} \right\}, \quad r \uparrow R,
\]

and, therefore,

\[
\frac{\Phi'(r)}{\Phi(r)} = \frac{2}{R-r} + \frac{\varphi}{(R-r)^2} \uparrow +\infty, \quad \Phi'(r + 1/\Phi'(r)) = (1 + o(1))\Phi'(r)
\]

and

\[
\frac{\Phi''(r)\Phi(r)}{(\Phi'(r))^2} = 1 + o(1),
\]

as \( r \uparrow R \). Thus, the function (31) satisfies all conditions of the Theorem and we obtain the following

Corollary 3. Let $0 < R < +\infty$, $0 < \varphi < \infty$ and \( \varphi \) be a characteristic function on probability law \( F \) analytic in \( \mathbb{D}_R \), such that (8) holds. Then in order that

\[
\int_{r_0}^{R} \exp \left\{ -\frac{\varphi}{R-r} \right\} \ln M(r, \varphi) \, dr < +\infty,
\]

it is necessary, and in the case when

\[
\ln \frac{1}{W_F(x)} = v(x) \in V(R),
\]
it is sufficient that
\[
\int_{x=0}^{\infty} \exp \left\{ -\frac{Qx}{\ln(W_F(x)e^{Re})} \right\} \left( \frac{\ln(W_F(x)e^{Re})}{x} \right)^4 dx < +\infty.
\]

Finally, let
\[ R = +\infty, \quad 0 < q < \infty \quad \text{and} \quad \Phi(r) = e^{q r}.
\]

Then
\[ \Phi'(r) = q e^{q r}, \quad \Phi'(r)/\Phi(r) = 1/q, \quad \Phi(r)\Phi''(r)(\Phi(r))^{-2} = 1
\]
and
\[ \Phi'(r+1/\Phi'(r)) = (1+o(1))\Phi'(r) \quad \text{as} \quad r \to +\infty,
\]
that is all conditions of the Theorem hold, and we obtain the following

**Corollary 4.** Let \( 0 < q < \infty \) and \( \varphi \) be an entire characteristic function on probability law \( F \). Then in order that
\[
\int_{0}^{\infty} e^{-q r} \ln M(r, \varphi) dr < +\infty,
\]

it is necessary and, in the case when
\[
\ln \frac{1}{W_F(x)} = \psi(x) \in V(+\infty),
\]

it is sufficient that
\[
\int_{0}^{\infty} (W_F(x))^{q/\psi} dx < +\infty.
\]
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O PRZNALEŻNOŚCI FUNKCJI CHARAKTERYSTYCZNYCH PRAW PRAWDOPODOBIEŃSTWA DO KLASY ZBIEŻNOŚCI

Streszczenie
Badany jest warunek na prawo prawdopodobieństwa, przy którym jego funkcja charakterystyczna należy do pewnej klasy zbieżności.