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Foreword

During the last few years, global scientific and technological community observe
dramatic changes in the industry. This revolution, called transformation towards
Industry 4.0, determines new paradigms resulting in process optimisation tenden-
cies and leading to increase the production volume with simultaneous reduction of
involved resources. To achieve this goal, cyber-physical systems with artificial
intelligence capabilities are commonly introduced to production lines, resulting in
dramatic increase of processed and stored data, as well as subsequent development
of completely new IT infrastructure, such as 5G mobile phone network standards.

Such radical transformation of industry is not a choice, but a necessity. Radical
increase of number of people on the Earth together with natural expectations of
increasing the quality of life around the world leads to unsustainable development
and environmental burden. As a result, the forthcoming generations will be forced
to consume less than us facing natural resources’ depletion. The only way to avoid
such scenario is wide implementation of optimised, adaptive cyber-physical
production systems.

As a result, we observe intensive development of IT systems and artificial
intelligence algorithms. On the other hand, efficient production line requires highly
developed mechatronics systems, which truly determine its productivity. However,
mechatronics seems to be neglected in changes of Industry 4.0, whereas it will play
a decisive role in further success or defeat of our technical civilisation.

We hope that this book will be the first step to restoring mechatronics to the right
rank. This book presents the results of intense discussions during the Mechatronics
2019 Conference held in Warsaw, 16—18 September 2019, gathering scientists from
Poland, Czech Republic, Korea, Ukraine and France. Topics cover both modelling
and experimental verification of performance of advanced mechatronics systems,
system integration and its reliability, maintenance and development of robotics,
automation and measurement systems as well as MEMS and biomedical applica-
tions focused on rapidly ageing population.



vi Foreword

We strongly believe that solutions and guidelines presented in this book will be
useful for both researchers of technical sciences and engineers solving problems in
the world of mechatronics.

June 2019 Roman Szewczyk
Jiti Krejsa

Michat Nowicki

Anna Ostaszewska-Lizewska



Contents

Simulation, modelling and ICT

Time-Domain Regenerative Chatter Analysis of Non-linear
Stiffness System . .. ... .. 3
Petr Hadraba and Zdenek Hadas

The Method of Semantic Structuring of Virtual
Community Content . . ............. ... .... .. ..... . ........... 11
Igor Korobiichuk, Yuriy Syerov, and Solomia Fedushko

Using Linear Matrix Inequalities for Synthesis of Modal Control

of Multidimensional Linear Systems. . . ......................... 19
Igor Korobiichuk, Oleksey Lobok, Boris Goncharenko,

Natalya Savitskaya, Marina Sych, and Larisa Vihrova

Semi-automatic Spine Segmentation Method of CT Data. ... ...... .. 29
Malgorzata Mateusiak and Krzysztof Mikolajczyk

Stochastic Structure of Inciting Factors of Trivial

Gyrostabilized Platform . . . ... ... .. ... ... . ... .. L 36
Igor Korobiichuk, Volodimir Karachun, and Viktorij Mel’nick
Coupled Model of Solenoid . ................................. 45

Filip Musil and Radek Vlach

Monte Carlo Based Detection of Parameter Correlation

in Simulation Models . . .. ... ... ... ... ... ... ... .. .. ..., .. 54
Jan Najman, Martin Brablc, Matej Rajchl, Michal Bastl, Tomas Spacil,

and Martin Appel

Conductive ABS/Ni Composite Filaments for Fused Deposition
Modeling of Structural Electronics. . ... ........................ 62
Bartlomiej Podsiadty, Andrzej Skalski, and Marcin Stoma

vii



viii Contents

Selected Tests of a Control System for an Articulated Vehicle
with Innovative Articulation. . .. .. ...... ... .. .. ... .. .. .. ... ... 71
Mateusz Szumilas, Sergiusz Luczak, and Btazej Kabzinski

Sensors, Measurement and Diagnostics

System for Measuring Infrared Radiant Flux with Application of New
Methods of Noise Detection and Reduction ... ................... 81
Maciej Bodnicki and Piotr Sakowicz

Verification of Selected Gait Parameters Derived from Inertial

Sensors Using Simple Smartphone Based Optical System ........... 87
Aleksandra Budzynska, Maciej Jagielski, Marek Zylinski,

Gerard Cybulski, and Wiktor Niewiadomski

Distributed Collection of Environmental Data Using

IoT Technology ......... ... .. . . .. . .. . . . 95
Juraj Dud’ak, Peter Fabo, Gabriel Gaspar, Michal Kuba,

and Anna Buchholcerova

Vibration Detection and Diagnosis for Civil Aircraft
Improved Maintenance. . . .. ..................... . ... ... ... 104
Philippe Goupil

Automatic Mechatronic Test Stand Development for Embedded
Electronics Using NI LabVIEW . . . . ... ... ... ... ... ... ...... 113
Jan Hrbacek, Radek Hrbacek, and Jakub Lesinsky

Wavefront Sensor in Measurements of MEMS Vibrations. . . . .. ... .. 119
Michat J6zwik and Dinesh Raja Nagarajan

Methods of Joint Stiffness Measurement Using a Manually

Actuated Dynamometer . ... ........ ... ... .. ... . . ... ... ... 125
Patrik Kutilek, Petr Volf, Jan Hybl, Jan Hejda, Slavka Viteckova,

Vaclav Krivanek, Radek Doskocil, and Pavel Smrcka

Electronic Filters Measurement Device . ........................ 133
Maciej Martynski, Pawel Nowak, and Michat Nowicki

Mechatronics Solutions in Process of Transport Infrastructure
Monitoring and Diagnostics . . ... ............ . L L 141
Stefan Sedivy, Lenka Micechova, and Pavel Scheber

Laboratory Stand for Fluxgate Level Measurement. . ... ........... 149
Kamil Sowinski, Michat Nowicki, and Tomasz Charubin

Test Stand for Studying Flowmeter Performance in Presence
of Pulsatile Flow. . . . ... ... ... ... . ... ... 157
Maciej Szudarek, Mateusz Turkowski, and Grzegorz Twarog



Contents

Pedestrian Indoor Localization Using IoT Sensors RSSI Signal
Strength Measurement . . . .. .................................
Stanislav Vechet and Jiri Krejsa

Calibration of Bell Prover Test Stands with Critical Flow

Venturi Nozzle . . . ... ... ... . .. . . ...
Jakub Wildner, Mateusz Turkowski, Maciej Szudarek,

and Arkadiusz Zadworny

Magnetic Moment Measurement Stand . . ... ....................
Weronika Ziarkowska, Michat Nowicki, and Tomasz Charubin

Robotics, Actuators and Control

Identification of Cyclic Changes in the Operation Mode

of the Production Facility Based on the Monitoring Data . ..........
Nina Davydenko, Igor Korobiichuk, Liudmyla Davydenko,

Michal Nowicki, and Volodymyr Davydenko

The Application of Hexagonal Grids in Mobile Robot Navigation . . . . .
Piotr Duszak and Barbara Siemigtkowska

Development of Logical Control System for the Purification
Department at Molasses Production. . . .........................
Igor Korobiichuk, Victor Tregub, Oleh Klymenko, Igor Elperin,

Victor Sidletskyi, Yaroslav Smityuh, and Marina Chornovan

Features of Control for Multi-assortment Technological Process . . . . ..
Igor Korobiichuk, Anatolii Ladaniuk, and Viacheslav Ivashchuk

Simple and Low-Cost Analog Tactile Sensor for Robot . . . .. ... ... ..
Jan Kralik and Vojtéch Venglar

Evaluation of Visual Markers Detection Used for Autonomous Mobile
Robot Docking Navigation . . . ................................
Jiri Krejsa and Stanislav Vechet

Design and Realization of a Performance and Reliability Evaluation
Module for Commercialized Anti-lock Braking Systems ............
Jun-Hong Wu, Shu-Heng Guo, Kuo-Shen Chen, and Mi-Ching Tsai

Model Reference Control for SISO 2-D System with Input Delay . . . ..
Jerzy E. Kurek

Mechatronic System for Weeding. . . .. .........................
Sergiusz Luczak, Wojciech Credo, Karol Baginski, Pawet Wnuk,
Bartlomiej Fajdek, Krzysztof Bak, and Michal Majewski



X Contents

MEMS and Nanotechnology

Advantages of Using Piezoelectric Materials in the MEMS

Construction on the Example of AIN and Sc Doped AIN Layers . . . . .. 265
Magdalena A. Ekwinska, Jerzy Zajac, Dariusz Szmigiel,

Michat Zaborowski, Cezariusz Jastrzebski, George Muscalu,

Bogdan Firtat, Silvian Dinulescu, Adrian Anghelescu,

and Carmen Moldovan

Monitoring Tilt of Elevated Loads Using MEMS Accelerometers . . . .. 274
Sergiusz Luczak and Maciej Zams

Design of Deterministic Model for Compensation of Acceleration
Sensitivity in MEMS Gyroscope . . .. ............... . ........... 285
Tomas Spacil, Matej Rajchl, Michal Bastl, Jan Najman, and Martin Appel

MEMS Accelerometers in Diagnostics of the Articulation
of an Articulated Vehicle . . . ...... ... ... ... ... ... ... ... 292
Mateusz Szumilas, Sergiusz Luczak, and Btazej Kabzinski

Smart Materials and Structures

Design and Construction of System for Controlling Thermal
Relaxation Process of Amorphous Ribbons in Liquid Metal Bath . . . . . 303
Artur Gorski, Piotr Gazda, and Michal Nowicki

Seebeck Coefficient Measurement in Amorphous Alloys. . .. ... .... .. 310
Dariusz T. Grudzinski, Lukasz Jaskowski, and Michat Nowicki

Electromagnetic Rolling Mass Energy Harvesting Device
for Low Frequency Excitation . ............................... 316
Zdenek Hadas and Ladislav Pincek

Marker Based Optical System for Parametric Rapid Design . . .. ... .. 324
Mateusz Janowski, Danuta Jasinska-Choromanska, and Marcin Zaczyk

Vision System for Acquiring Results from Analog Gauges. . ......... 332
Grzegorz Kope¢ and Pawet Nowak

Autocompensation Methods of Reducing the Influence of Penetrating
Sound Radiation. . . . .............. ... 340
Igor Korobiichuk, Viktorij Mel’nick, and Volodimir Karachun

The System of the Assessment of a Residual Resource of Complex
Technical Structures. . . ....... ... ... ... . .. ... L 350
Igor Korobiichuk, Lyudmyla Kuzmych, and Volodymyr Kvasnikov

Homogenized Model of Piezoelectric Composite Structure
for Sensing Purposes . ............ . ... ... . ... ... 358
Filip Ksica, Josef Behal, Ondrej Rubes, and Zdenek Hadas



Contents

Lower Limbs Orthosis for Experimental Motion Studies for Designing
an Orthotic Robot’s Turning Module. . . ... .....................
Dymitr Osifiski and Danuta Jasinska-Choromanska

Heat Transfer Model of a Small Size Satellite on Geostationary Orbit
in Cold Condition. . . .. ... ... .. ... .. .. ...
Philippe Preumont, Roman Szewczyk, Pawel Wittels,

and Filip Czubaczynski

Modelling the Mechanical Stress Dependence of 2D Magnetic
Permeability in Soft Magnetic Materials . .......................
R. Szewczyk

Biomedical Applications

An Automated Lifting Device for Assisted Walk Physiotherapy. . ... ..
Maciej Grabowski and Artur Jedrusyna

Determining the Upper Limb’s Intensity of Movement Using a Smart
Orthosis for Rehabilitation at the Clinic and Home . . . ... ... ... ... .
Patrik Kutilek, Petr Volf, Jan Hejda, Slavka Viteckova, Vaclav Krivanek,
Radek Doskocil, Veronika Kotolova, Pavel Smrcka, and Vojtech Havlas

The Influence of Screen-Printing Parameters on Properties

of Conductive Layers for Application in Biomedical Electrodes. . . . . ..
L. Kotodziej, S. Ostrowski, A. Maciejewski, M. Jakubowska,

and G. Wroblewski

Anatomic Adaptability of Wearable Elbow Brace

for Rehabilitation Applications. . . ............... ... ... .. ......
Patrik Kutilek, Kevin Bancud, Petr Volf, Jan Hybl, Jan Hejda,

Slavka Viteckova, Vaclav Krivanek, and Radek Doskocil

Spectral VIS Measurements for Detection Changes Caused

by of Mycoplasma Synoviae in Flock of Poultry . . .................
Zofia Lorenc, Stawomir Pasko, Anna Pakuta, Olimpia Kursa,

and Leszek Satbut

Development of Water Based Transient Resistive Screen-Printing

Paste with Carbon Nanotubes for Biomedical Applications . . ... ... ..
S. Ostrowski, L. Kotodziej, A. Maciejewski, M. Jakubowska,

and G. Wroblewski

Modeling of Sleep Disordered Breathing Using NARMAX
Methodology . . . .. ... ... .
Piotr Piskulak and Krzysztof Lewenstein

Cooling Module for Orthosis . ... ........... ... ... ... ...... ..
Petr Volf, Jan Hejda, Simona Héjkova, and Patrik Kutilek

xi



xii Contents

System for Measurement of the Mechanical Impedance of Human

Body During Vibration Training . ... .......................... 453
Marek Zyliﬁski, Wiktor Niewiadomski, Anna Gasiorowska,

Anna Stepniewska, Adam Becmer, and Gerard Cybulski

Other Problems Connected with Advanced Mechatronics

Application of Dehumidified Air During Spray Drying
for the Production of Food Powders ........................... 463
Alicja Baranska, Aleksandra Jedlinska, and Katarzyna Samborska

Design of an Antenna Pedestal Stabilization Controller
Based on Cascade Topology . . ... ... ... ... .. ... .. ........... 469
Michal Bastl, Jan Najman, and Tomas Spacil

The Influence of Geological and Anthropogenic Factors on the Change

of the Water Quality Parameters in the Kamyanka River Within

the City of Zhytomyr . . . ... ... ... ... .. ... ... 476
Igor Korobiichuk, Iryna Davydova, Valentyn Korobiichuk,

Volodymyr Shlapak, and Olena Herasymchuk

Identification of Technological Objects on the Basis of Intellectual

Data Analysis . . .. ... ... ... 487
Igor Korobiichuk, Yaroslav Smityuh, Vasil Kishenko, Anatoliy Ladanyuk,
Dmitriy Shevchuk, Viacheslav Ivashchuk, Regina Boyko, and Igor Elperin

Application of Industrial X-Ray Tomography in Paleontological

Studies on the Example of Aurochs Tooth . ... ................... 496
Tomasz Kowaluk, Barttomiej J. Bartyzel, Filip Rzepinski,

and Stawomir Pasko

Use of Methods of Tensor Analysis in the Evaporator Plant

Operating System . . . . ............ . . ... . . 502
Igor Korobiichuk, Viktor Sidletskyi, Anatolii Ladaniuk, Thor Elperin,

and Mykhailo Hrama

Author Index. . . ... .. .. ... 513



About the Editors

Asoc. Prof. Roman Szewczyk received his both PhD and DSc in the field of
mechatronics. He is specialising in the modelling of properties of magnetic mate-
rials as well as in sensors and sensor interfacing, in particular magnetic sensors for
security applications. He is leading the development of a sensing unit for a mobile
robot developed for the Polish Police Central Forensic Laboratory and of methods
of non-destructive testing based on the magnetoelastic effect. He was involved in
over ten European Union-funded research projects within the FP6 and FP7 as well
as projects financed by the European defence organisation. Moreover, he was
leading two regional- and national-scale technological foresight projects and was
active in the organisation and implementation of technological transfer between
companies and research institutes. He is Secretary for Scientific Affairs in the
Industrial Research Institute for Automation and Measurements PIAP. He is also
Associate Professor at the Faculty of Mechatronics, Warsaw University of
Technology and Vice-chairman of the Academy of Young Researchers of the
Polish Academy of Sciences.

Prof. Jiri Krejsa received his PhD at Technical University of Brno in the field of
solid mechanics, but immediately drifted to mechatronics. After a year spent in
University of Southern California, where he acted as a project lead in the devel-
opment of digital microscopy imaging system, he returned to Brno where he works
until now. He is focused on the area of usage of artificial intelligence in engineering
and mobile robotics. He is a member of Czech Academy of Sciences and a member
of Technical Committee for Robotics and Mechatronics at IFToMM. He is a
co-founder and CEO of Bender Robotics company.

Ph.D. Michal Nowicki received his PhD in the field of mechatronics, speciality
sensors and measurement systems. He is actively involved in the development of
new magnetic and magnetomechanical measurement systems, investigation of
novel magnetic materials, as well as design of sensors. His research work is con-
ducted in cooperation with Institute of Physics of Slovak Academy of Sciences and

Xiii



Xiv About the Editors

National Space Agency of Ukraine. The specialities of Michal Nowicki are
experimental setup design and knowledge mining.

Ph.D. Anna Ostaszewska-Lizewska received his PhD at Technical University of
Brno in the field of solid mechanics, but immediately drifted to mechatronics. After
a year spent in University of Southern California, where he acted as a project lead in
the development of digital microscopy imaging system, he returned to Brno where
he works until now. He is focused on the area of usage of artificial intelligence in
engineering and mobile robotics. Jifi Krejsa is a member of Czech Academy of
Sciences and a member of Technical Committee for Robotics and Mechatronics at
IFToMM. He is a co-founder and CEO of Bender Robotics company.



)

Check for
updates

Use of Methods of Tensor Analysis
in the Evaporator Plant Operating System

Igor Korobiichuk'®?, Viktor Sidletskyi®, Anatolii Ladaniuk?,
Thor Elperin®, and Mykhailo Hrama®

! Warsaw University of Technology,
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i.korobiichuk@mchtr. pw. edu. pl
2 National University of Food Technologies, Kiev, Ukraine
vmsidletskiy@gmail. com, ivelperin@gmail. com,
mpgmay6@gmail. com, ladanyuk@ukr.net

Abstract. The issues of the relevance of conduction of research in the areas of
analysis and synthesis of evaporator plant operating systems were disclosed; the
need of taking into account the peculiarity and interconnection of mass and
energy flows of the entire sugar refinery was put forward. This explains the need
for new methods of integrating the operating system so that, on the one hand, the
evaporator plant operating system is an integral part of the whole system of the
sugar refinery management. But at the same time, it shall be flexible and shall
not require significant changes in the correction of processes or updating of
automation equipment. The article presents a method for using the mathematical
apparatus of tensor analysis for determining the nature of the change of the
signal of the discrepancy and the formation of the control signal.

Keywords: Evaporator plant « Tensor model - Radius vector -
Local coordinates

1 Introduction

As arule, mathematical models [1] are used for correct operation of modern automation
systems. They allow one to optimally adjust the regulators, construct robust system and
work with forecasting. Thesis [2, 3] shows the results of research that are aimed at
solving an important task of automatic optimization of distribution of heat resources
between process sections of a sugar refinery; the algorithm of operational estimation of
the state of the evaporator was developed. It was shown that the algorithm includes
Kohonen self-organizing maps, the method of estimating the quality of clusterization
and the method of indistinct classification on the basis of neural networks. Time series
of technological variables of sugar production are used as input data.

But issues that are related to the need for continuous retraining of the system
remained unresolved. The reason for this may be objective factors that are associated
with a change in the conduction of the production method [4] and changes in the
characteristics of the operation of the technological equipment [5, 6]. Fundamentally
such an approach (training of the system in time series) cannot be used, for example,

© Springer Nature Switzerland AG 2020
R. Szewczyk et al. (Eds.): MECHATRONICS 2019, AISC 1044, pp. 502-512, 2020.
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Use of Methods of Tensor Analysis 503

during transitions, at the moments of starting or stopping equipment, changing the
conditions of operation of adjacent areas [7, 8]. This, in turn, leads to prolonged
transitional processes, which causes an increase in the cost of energy and material
resources. Therefore, this research needs to be updated.

Solving these problems requires the creation of universal mathematical models of
the entire technological complex. Their coefficients shall be enumerated according to
the current state and mathematical model, the coefficients of which shall be calculated
according to the given (ideal) values of technological parameters. In this case, the
management effect shall be calculated iteratively, according to the model of the current
state and the model with the given technological indicators that shall improve the
efficiency of operation of the entire technological complex.

The use of tensor analysis methods is the solution to these problems. For example,
the following approach is suggested: use of methods of tensor factorization during the
training of neural networks, which is indicated in study [9]. Recently methods of tensor
analysis have been widely used in solving various problems. The use of tensors in
operating systems is a perspective direction; tensors in recent years have been used in
many areas, namely: use of tensors for image processing and computer vision [10].
Tensors are also used for data analysis, neural analysis and for the development of
neural networks [9, 11, 12]. At present, tensor methods are already used in electro-
dynamics, in mechanics, in gravics, in elementary particle physics, in the study of the
properties of crystals and in differential geometry. In [13] methods of tensor analysis
were used in the development of robust regulator, which was involved in aircraft for
reducing the shock vibration caused by the interaction of tires and flight strip. In study
[14] the research and modeling of the KUKA KR6 robot that uses the inertia tensor
used for constructing the manipulator Jacobian, which is essential for kinematic con-
trol, is presented. Methods of tensor analysis are used in medical examinations. For
example, in [15] magnetic resonance imaging and image tensors are used for early
diagnosis of insult. In study [16] methods of tensor analysis are used for modeling and
tensor imaging, for controlling the physiological response of children.

Tensor methods are now also being used for food industry operating systems. For
example, in [17] it was shown that by means of the calculation of tensors of mechanical
stresses, factors influencing the shape of the cutting edge and the angle of inclination of
the blade on the cutting of hard and crunch materials in the food industry were studied.
This allowed one to find the optimal design of the cutting element. This further allowed
developing appropriate algorithms for controlling the blade pressing effort in the
automation system.

In study [18, 19] the use of methods of tensor analysis for synthesis of the operating
system is indicated. An operation of the tensor product of the input data was used. Then
the orthonormalization operation was executed for the found matrix; and then the
components of the tensor were used as elements of the matrix in the model in the state
space. That is, the coordinate approach to the synthesis of the operating system in the
state space was used.

Such a widespread use of tensor methods in solving modern problems during the
processes of analysis and synthesis of systems lies in the universality and flexibility.
This is due to the fact that the tensors are not changing in the process of transition from
one coordinate system to another. This allows aggregation of tasks, as well as perform

igor@mchtr.pw.edu.pl



504 1. Korobiichuk et al.

decomposition of tasks, by moving from space to the subspace of reduction or increase
in dimension and vice versa. Special program packages [20, 21] were developed for
working with tensors that are a customization to MATLAB and are used for analyzing
data arrays.

But one shall take into account that modern operating systems, and the evaporator
plant automation system, including those constructed according to international
(ISA-95) and European standards (IEC 62264) [7, 22]. Operating systems have a
hierarchical structure, where the lower level is the automated operating system of the
technological process, and at the highest level - a workflow process management
system. The specified standards determine the distribution of the functioning of the
whole system as a separate work of subsystems, at the level of each of which their goals
are achieved (DCS, APC, MES) [23, 24].

The problem was not considered based on the analysis in this formulation. That is,
it is necessary to develop a method of calculation and the principles of using tensor
models in the operating system of the technological process with the possibility of
integrating the developed methodology at each level of the hierarchical structure of
modern operating systems.

2 The Results of Research

For the use of tensor methods in the work it was assumed that at a certain moment of
time the technological evaporation process took the form of a transition process, which
is characterized by a trajectory passing the system from the initial (steady) mode to the
new given one. Upon that, the dimension of the technological space will depend on the
number of variables on the input and output of a particular process unit. The coordinate
axes shall be chosen as the absolute coordinate system, which corresponds to the
dimension of the space of the evaporation process. That is, the number of axes will
correspond to the number of parameters. Upon that, all the basic axes shall be mutually
perpendicular (orthogonal) and have the same dimensions and levels of unit measure
(that is, orthonormalized).

This nonlinear transition process was divided into shorter (linear) areas. This
allowed its presentation as a path in which each subsequent step was calculated relative
to the previous one Fig. 1.

That is, it was generally assumed that when managing the parameters of the
evaporation process (change in temperature regime, consumption, pressure change,
change in dilution for 5-th body), each controlled process at any moment turns from
one current state to another. On Fig. 1, this transition is represented by a vector that
connects transition points that are marked as M; where i position of point (i = 0...L).
This means that initial and final states are always present, for example, after the
technological process, the system’s indicators (environment) changed. Also, there is an
initial and final state in the work of operating system, which forms the control action
for transition from one fixed mode to another, for change of the state of the parameter
(mode of the equipment - on/off) or to hold the system in the specified mode. This may
be a periodic operation of the device, the introduction into operation or removal of the
processing line from operation, the failure of the equipment or the change in the mode
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Fig. 1. Identification of the path and coordinates in the transition process of the operating
system

of the evaporator plant. Assuming that every point M; — is the central point of coor-
dinates in the local basis, and a path that connects two points (for example M, and M;)
is a radius vector X.

Then the coordinates of the vector x can be presented as:

3
X = x1€1 +x2ep +x363 = g x;e;, (1)

i=1

where ey, e,, e3 are single vectors in the local basis e, which corresponds to point M.
During the transition to point M, the basis shall be changed to a new one e. The
following formula shall be used to change the basis:

3
¢ =Sle —l—SiZez +S?e3 = Z Siej, (2)

i=lj=1

where S is a matrix of direct transition from the old basis to the new one. For a reverse
transition, the inverse matrix shall be used S~!. The transition from the old basis to the

new one and vice versa will look like:

s
H o -
(el’eZ’e3) (61,62,83). (3)

5

igor@mchtr.pw.edu.pl



506 1. Korobiichuk et al.

Old and new bases and radius vectors will coincide in case of fixed technological
process for local basis of reference point. Disturbing effects appear in case of change of
the controlling act for transition to the new values of the system’s output. Disturbing
effects are caused by internal connections of the inertia of the system and the specifics
of operation of the technological equipment. When the disturbing effects appear, the
radius vector of the initial values of the system changes its geometric position Fig. 2.

X

Fig. 2. Changing the state of a controlled system when causing a disturbing effect

Point M(r) turns into point M;(r+ dr). The union of disturbing effect and regu-
lating action leads to different output and fixed values. Taking into account disturbing
effect and regulating action, the system’s state was already characterized by a radius
vector, which is geometrically directed to a point M| (r + dr, u+ du).

For the synthesis of the operating system by the evaporator plant, the radius vector
of the output values y = {Sk, bk, pk} was assumed; radius vector of the state of the
operating procedure of juice evaporation x = {Cm, pm, in, Ck, h, Dk, tkx, W, D", Gm, F,
V, G, u, p, Gn, Gk}; regulating radius vector u = {Sm, bu, D, tn}. The value of the
radius vector of management depends on the difference between the given and the
actual output of the system. The output of the system depends on the values of the
radius vector of the state and the radius vector of regulation. It is convenient to present
this system by a description in the state space:

x=Ax+Bu; y=Cx. (4)

where X is a radius vector of the state of the system; u is a radius vector of regulation, y
is a radius vector of output values; A, B, C — system matrices. In the operator form the
description of the system (4) looks like:
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y(p) = Q(p)u(p), (5)
where the transfer function
Q(p) = C(pE—A)"'B. (6)

Matrices A, B, C are behind quadratic and bilinear forms for the corresponding
radius vectors. For a radius vector of the state of the system matrix A is behind the
following formula:

fX)= > aymn = X"AX, (7)

i<Kj<N

where X = ¥, a;; — elements of a matrix of quadratic form a;; € 4, i, j — indices. The
first index numbers the row, and the second one numbers the column, i = I, ..., K;
j=1, .., N. K and N — is the degree of a quadratic matrix. A is a symmetric matrix,
which represents a tensor of the second rank, elements of which are calculated
according to the formula:

2 . .

a; i=j

ajj = { . . K (8)
3 (ay+ai) i £

Tensors of the second-rank (of the matrix of quadratic forms) for the radius vector

of regulation and the radius vector of the output values are at the same level. The
connection between the tensors will look like:

f(ry=r"cy = (AX)"c(AX) = X"ATCAX = f(X). 9)

Type of tensors A, B, C depends on the choice of the basis in the state space. The

transition to a new basis is replaced by variables (2). Tensors A, B, C in the new basis
become the form

A=STAS, B=S"B, C=CS. (10)

For the tensor S orthonormal eigenvectors of a new basis are calculated [6, 21]. The
tensor of the system shall be simplified to the diagonal:

A = STAS = diag(My. . . J). (11)
The description of the output system in the new basis will look like:

% =AX+Bu; y=Cx (12)
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This approach allows us to obtain equation of state, which is decomposed to
n independent equations of state and output equations:

X,’(l‘) = /lijfi(t) +Blu(t), y(t) = C1X| (t) —+... +E’,1.?~C,1(l). (13)

The purpose of the synthesis of the evaporator plant operating system is finding a
control law that ensures the fulfillment of the following condition:

lim|y.(1) = 3 (0] <, (14)
where y, — fixed output values of the system, y, — measured output values of the
system, & — acceptable deviation & > 0.

During the transition to a new basis in the local coordinates the operator (2, 3)
transits radius vectors X, u, into the plane of the subspace M; on which they are at the
reference point. That is, they are orthogonal to each other. For the case 6 > > 0 in
condition (14) the bases of measured and set values of the system are different.
A graphical representation of the position of the vectors of the measured and fixed
values in the local coordinates of the subspace My is presented in Fig. 3.

X,t ML

Fig. 3. Radius vectors of fixed y, and measured y, states of system

Figure 3 shows the transition from basis, which corresponds to point M; _; to basis
of point M;. In local basis M; axis X} is parallel to the vector of the state of process of
juice evaporation; axis X5 is parallel to the control vector, axis X5 is parallel to vector
of output values of the system.

Vector that characterizes the deviation e with taking into account (5), (14) will look
like:

e=y, — Q,u,e =0<0. (15)
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That is, one shall locate a vector u € Uy (in this arrangement U;= X%), which will
provide a solution to the expression (15). Optimal solution for the sub-space M;. The
problem in this arrangement is the problem of projection of a solution u on axis X, that
an orthogonal subspace M;, which is formed from the axes X} and X4. Tensor-
projectors [25] are used for solving projective problems. The tensor of the second rank
S is a projector in case if the following equalities are fulfilled for it:

sT=§ §-S=5§. (16)

Condition (16) is fulfilled in case if the tensor S was obtained by orthogonal unit
vectors, symmetric matrices calculated according to (7), (8). For example, for sub-
spaces that were obtained separately for each radius vector X, y, u. For a non-symmetric
subspace, for example, a subspace M;. (Subspace M; € C'®** is obtained according to
radius vectors: x, which has a degree 18 and u, which has a degree 4). For a non-
symmetric subspace M; two orthogonal projection tensors are introduced:

P(A)=A%A, AcC®8

17
P(A")=AAT, AeCP 7
where A = M;, A" is pseudo-inverse matrix to matrix A. SVD algorithms of decom-
position were used for finding pseudo-inverse matrices.

The following projections are obtained according to found tensor-projectors (17):

IIpuy,x = (Ev7sa7 — P(A)) - xy, (18)

where E;g.1g 1S a unity matrix.

3 Analysis of Simulation Data

The simulation of the work of operating system was performed using the MATLAB
software package as a model of the control object. Dependencies according to [1-4, 8]
were used. The model of the control object was used for obtaining the measured values
for which the radius-vector of the measured values was located. The function of tensor
multiplication “kron” of the MATLAB package was used for obtaining a tensor, which
described the behavior of a system for a measured point. Elements from the DSP
System Toolbox library of the MATLAB package were used for receiving the work
with matrices.

According to [1-4], vector of output values of technological parameters y = {30.0,
65.0, 0.65}, vector of the state of production method of steam production x = {3.36,
0.14, 2.729, 0.8, 5.3, 126.0, 7.8, 0.1, 29.0, 12.4, 17.0, 0.27, 134.0, 2.1, 3.0, 120.0,
15.0}, control vector u = {33.3, 14.0, 8.1, 134.0}. For the given vectors, using the
expressions (1) and (2), the tensors of the second in the form of matrices of the space-
state system were found.

Figure 4 indicates Simulink model of evaporator plant with the calculation of
control signals using tensors.
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Fig. 4. Simulink model of the evaporator plant operating system with the use of elements of
tensor analysis during identification of the object and synthesizing the control action

Figure 5, on the lower graph indicates the change of the disagreement signals that
are used during the formation of the control signal, taking into account the curvature of
the plane deviation for the measured radius vector from the plane for a given radius
vector. These signals are generated with advance for 2 s. This is due to the fact that in
the calculations there are regulated values of technological parameters that are used as
disturbance and have a stepwise nature. At the beginning of applying disturbance of
response diagrams (upper), from the control object, react with a delay. And the signals
of the control actions are jump-like with the advance. It is explained by the fact that at
the beginning of disturbance, the angles between the radius vectors have the maximum
value and decrease with each iteration.

1 \5 - 1 Il 1 |
®) N
Fig. 5. Results of supply to the system of a step waveform through steam channels for

temperature and pressure: a — change of the coefficients of the model (-A- for temperature, -@-
for steam pressure); b — signal of disagreement (* - for temperature, ™ - for steam pressure)

igor@mchtr.pw.edu.pl



Use of Methods of Tensor Analysis 511

4 Conclusions

That is why approaches to using tensor analysis techniques for an operator system are
considered in this research. The universality of the method, the possibility for pro-
cessing and storing a large amount of information, aggregating information by the way
of allocating spaces and subspaces will be the benefits of this approach. This will allow
the co-ordination of the interaction of all technological sites against each other. This
approach to management will improve the efficiency of the operation of both the same
apparatus (technological site) and the enterprise as a whole. Such a operating system
can be implemented only with the use of a methodology that will coordinate the work
of all elements of the complex. The use of such a technique will allow the creation of
the necessary control actions, taking into account the work of the individual apparatus.
It will also coordinate its work as a structural unit in the technological line (complex),
in case of occurrence of deviations and transients.
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